
JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR

THE EFFECT OF PUNISHMENT ON FREE-OPERANT
CHOICE BEHAVIOR IN HUMANS

C. M. BRADSHAW,1 E. SZABADI, AND P. BEVAN

UNIVERSITY OF MANCHESTER

During Phase I, three female human subjects pressed a button for monetary reinforcement
in five variable-interval schedules specifying different frequencies of reinforcement. On
alternate days, responding was also punished (by subtracting money) according to a vari-
able-ratio 34 schedule. In the absence of punishment, response rates conformed to Herrn-
stein's equation for single variable-interval schedules. Punishment suppressed responding
at all frequencies of reinforcement. This was reflected in a change in the values of both
constants in Herrnstein's equation: the value of the theoretical maximum response-rate
parameter was reduced, and the parameter describing the reinforcement frequency corre-
sponding to the half-maximal response rate was elevated. During Phase II, the same five
schedules (A) were in operation (without punishment), but in addition, a concurrent
variable-interval schedule (B) of standard reinforcement frequency was introduced. On
alternate days, responding in Component B was punished according to a variable-ratio 34
schedule. In the absence of punishment, absolute response rates conformed to equations
proposed by Herrnstein to describe performance in concurrent schedules; the ratios of the
response rates in the two components and the ratios of the times spent in the two compo-
nents conformed to the Matching Law. When responding in Component B was punished,
response rates in Component B were reduced and those in Component A were elevated,
these changes being reflected in distortions of the matching relationship.
Key words: Herrnstein's equation, matching law, response rates, reinforcement frequency,

variable interval, variable-ratio punishment, concurrent schedules, button pressing, humans

Herrnstein (1970) proposed an equation of
the following form to describe the relationship
between response rate (R) and reinforcement
frequency (r) in variable-interval (VI) sched-
ules of reinforcement:

R = Rmaxr/(KH + r), (1)

where Rmax and KH are constants expressing
the theoretical maximum response rate, and
the reinforcement frequency corresponding to
the half-maximal response rate, respectively
(Herrnstein, 1974; Bradshaw, Szabadi, and
Bevan, 1976).2 This equation has been shown
to describe accurately the behavior of pigeons,
rats (for review, see de Villiers and Herrnstein,
1976; de Villiers, 1977), and humans (Brad-

'Reprints may be obtained from C. M. Bradshaw,
Department of Psychiatry, University of Manchester,
Stopford Building, Oxford Road, Manchester M13
9PT, U.K. This work was supported by grants from
the North Western Regional Health Authority of Great
Britain, the Faculty of Medicine, University of Man-
chester (Needham Fund), and the Social Science Re-
search Council. We are grateful to Margaret Gill for
technical assistance.

shaw et al., 1976, 1977, 1978) responding under
VI schedules.

If an organism is exposed to a concurrent
schedule consisting of two VI components, A
and B, the response rates in the two compo-
nents can be described by the following equa-
tions (Herrnstein, 1970):

RA = Rmax.rA/(KH + rA + rB)
RB = Rmax.rB/(KH + rA + rB),

(2)
(3)

if the value of rB is held constant, it follows
from Equation 2 that RA will increase with
increasing values of rA, whereas it follows from
Equation 3 that RB will decline with increas-

2Some controversy surrounds the theoretical inter-
pretation of KH. Herrnstein (1970, 1974), who uses the
expression r., assumes that it reflects the frequency of
"extraneous" reinforcement; on the other hand Catania
(1973), who uses the expression C, has suggested that it
reflects the hypothetical inhibitory effects of reinforce-
ment. These, and other rival formulations have been
reviewed by Staddon (1977). Since the empirical validity
of Equation 1 is independent of these various inter-
pretations, the neutral expression KH has been adopted
here (see also Bradshaw, 1977).
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ing values of rA. The empirical validity of
Equations 2 and 3 has been confirmed both
in the case of pigeons (Catania 1963; Davison
and Hunter, 1976; Lobb and Davison, 1975)
and humans (Bradshaw et al., 1976). If it is
assumed that the values of Rm.. and KH are
invariant between the two component sched-
ules, Equations 2 and 3 may be combined to
yield the "Matching Law" (Herrnstein, 1970):

RA/(RA + RB) = rA/(rA + rB) (4a)
or

RA/RB = rA/rB. (4b)
The Matching Law has been extensively sup-
ported by experimental observations both with
animals and with humans (for review, see de
Villiers 1977).
Comparison of Equations 1 and 2 enables a

prediction to be made about the effects of
introducing an additional schedule of rein-
forcement. Since both equations define a rec-
tangular hyperbola that approaches an asymp-
tote Rmax, the introduction of a concurrent
source of reinforcement should not alter the
theoretical maximum response rate, although
it should increase the reinforcement frequency
needed to obtain the half-maximal response
rate:

from Equation 1
R = Rmax/2 when r = KH (5)

from Equation 2

RA = Rmax/2 when rA = KH + rB. (6)
Results consistent with this prediction have
been obtained using humans as subjects (Brad-
shaw et al., 1976), although experiments with
pigeons (Davison and Hunter, 1976) have
yielded equivocal results.

In a previous study (Bradshaw et al., 1977),
we found that punishment, in the form of re-
sponse cost delivered on a variable-ratio (VR)
schedule, produced a marked suppression of
the responding of humans in single VI sched-
ules. This suppression was reflected in a
change in the values of both constants in
Equation 1: the value of Rmax was reduced
and that of KH was elevated. In the present
experiment, we extended these observations
by examining the effects of VR punishment
on performance in concurrent as well as single
VI schedules. The aim of the experiment was
to determine how the superimposition of a
VR punishment schedule on one component

of a two-component concurrent schedule would
affect the quantitative relationships defined by
Equations 2 to 6.

METHOD

Subjects
Three female subjects, B.B. (39 yr), L.K.

(53 yr), and M.S. (54 yr), were recruited by
advertisement from the domestic staff of the
University of Manchester. All were experi-
mentally naive at the start of training and had
had no previous instruction in psychology.

Apparatus
Experimental sessions took place in a small

room. The apparatus used is illustrated in
Figure 1. The subject sat at a desk facing a
sloping panel 40 cm wide and 30 cm in height.
Mounted on the panel were three rows of
indicator lamps, the upper row amber, the
middle row blue, and the lower row white;
the lamps in each row were numbered 1 to
5, from left to right. Below the row of white
lamps was a digital counter, beneath which
were mounted two additional lamps, one
green and one red. In front of the panel was
a button that could be depressed by a force
of approximately 6 N. Auditory response feed-
back was provided by a relay situated behind
the panel.
During Phase II, (see below, Procedure), a

small auxiliary box was also present on the
desk. Mounted on this box were three lamps
(from left to right: amber, blue, and white)
and a button that could be depressed by a
force of approximately 2 N.

Conventional electromechanical program-
ming and recording equipment was situated
in another room judged by the experimenters
to be out of earshot from the experimental
room.

Procedure
The procedure for the entire experiment is

summarized in Table 1. The experiment con-
sisted of two phases.
Phase L. On the first day of training, the

subjects were instructed as follows:

This is a situation in which you earn
money. You earn money simply by press-
ing this button. Sometimes when you press
the button the green light will flash on:
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AUXILIARY LIGHTS

SCHEDULE LIGHTS

AMBER

BLUE

WHITE
(inoperative)

PUNISHMENT
LIGHT (RED)

CHANGE-OVER RESPONSE
AUXILIARY BOX BUTTON BUTTON

( present only
during Phosell )

Fig. 1. Diagram of apparatus.

this means you will have earned one

penny. The total amount of money you
have earned is shown on this counter. You
will start each day with 25p registered
on the counter; every time the green light
flashes it adds one point to the total score.
(Please ignore the red light; it will not
apply to you for the first two days.) When
operating the button, make sure you press

hard enough. You can tell whether you

have pressed hard enough by listening for a
slight click coming from inside the box.
Now look at these amber lights (you don't

have to worry about the blue and white
lights). When one of the amber lights is
on, it means that you are able to earn
money. At the beginning of the session
one of the lights will come on and will
stay on for 10 minutes, and throughout
this time you may earn money. At the end
of 10 minutes the light will go off for
5 minutes, and during this time you
should rest. After the rest period, an-

other light will come on, again for 10
minutes, and you may earn some more

money. Then there will be another rest

Table 1
Summary of Procedure

Component A Component B

Schedule Schedule Schedule
Schedule Lights Lights

PHASE I
(30 sessions) a. VIs 1-5* amber

no punishment
alternate sessions b. VIs 1-5 blue

with VR 34 punishment
PHASE II
(20 sessions) a. VIs 1-5 amber VI (standard) amber

no punishment no punishment
alternate sessions b. VIs 1-5 amber VI (standard) blue

no punishment with VR 34 punishment
*See text for details of individual VI schedules.
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period, and so on, until each of the five-
amber lights has been presented. At the
end of the session we will take the read-
ing from the counter and note down how
much you have earned. You will be paid
in a lump sum at the end of the experi-
ment.

The five amber lights were each associated
with a different VI schedule. Constant prob-
ability schedules were used, as described by
Catania and Reynolds (1968). The reinforce-
ment frequencies specified by the schedules
were as follows: 1: 445 reinforcements per hour
(VI 8-sec); 2: 211 reinforcements per hour
(VI 17-sec); 3: 70 reinforcements per hour
(VI 51-sec); 4: 21 reinforcements per hour (VI
171-sec); 5: five reinforcements per hour (VI
720-sec). Reinforcement consisted of a 100-msec
illumination of the green light and the addi-
tion of one point to the score displayed on the
counter. The VI programmer stopped during
reinforcement delivery.
On the third day, the subjects received the

following additional instructions:

The last two days were "amber-light days".
Today and every alternate day until fur-
ther notice will be a "blue light day".
On "blue-light days" you will not only
stand a chance of winning money, but
also of losing money. Sometimes when you
press the button the red light will flash
and one penny will be subtracted from
your total score displayed on the counter.
As usual, "wins" will be signalled by the
green light. Incidentally, you can com-
pletely ignore the white lights, because
they will never apply to you in this ex-
periment.

On "blue-light days", punishment, consist-
ing of a 100-sec illumination of the red light
and the subtraction of one point from the
score displayed on the counter, was delivered
according to a VR 34 schedule, irrespective of
which VI schedule was in operation. The dis-
tribution of the ratios in the VR punishment
schedule was the same as the distribution of
the intervals in the VI reinforcement schedule.
If a reinforcement and a punishment were
both scheduled for the same response, both
the green light and the red light were illumi-
nated, but the score displayed on the counter
did not change.

The five VI schedules were presented in a
random sequence, with the constraint that
each schedule occurred in a different ordinal
position on successive days. Long schedule
presentations (10 min) and interposed 5-min
timeout periods were used to minimize be-
havioral interaction between the individual
schedules (see Bradshaw et al., 1976). Phase I
continued for 30 successive working days.
Phase II. During Phase II, the auxiliary

box was present on the subject's desk. On the
first day of Phase II, the subjects received the
following instructions:

From today onwards there will be a slight
change in the situation. Every day from
now on will be an "amber-light day".
However, in addition to the main box,
you can see that we have introduced this
small extra box. Whenever one of the
amber lights on the main box is on, you
may, whenever you wish, change over to
one of the lights on the extra box. You
change over simply by pressing this but-
ton on the extra box: this turns the light
on the main box off, and at the same time
turns the light on the extra box on. In
order to go back to the light on the main
box, you just press the button on the extra
box a second time. The button on the
extra box is only for changing over; the
button on the main box is the one you
press in order to obtain money. Today
and on every alternate day from now on,
you will be able to change over to the
extra amber light. On the intervening
days you will be changing over to the
extra blue light. You can ignore the white
light on the extra box: it will not apply
to you at all in this experiment.

During Phase II, the five amber lights on
the main box were associated with the same
VI schedules as during Phase I. The amber
light on the auxiliary box was associated with
a standard VI schedule, identical to that as-
sociated with amber light 3 on the main box
(VI 171-sec; 70 reinforcements per hour). The
blue light on the auxiliary box was associated
with an identical VI schedule, upon which was
superimposed a VR 34 punishment schedule
(i.e., a schedule identical to that associated
with blue light 3 during Phase I). No restric-
tion was imposed on the frequency with which
subjects could change over from one compo-
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nent to another, and no changeover delay was
employed. Phase II continued for 20 successive
working days.

RESULTS

Phase I
a. Performance in the absence of punish-

ment. The mean response rates (R ± s.e.m.)
recorded in each schedule during the last three
"amber-light days" (no punishment) were cal-
culated individually for each subject and were
plotted against delivered reinforcement fre-
quency (r). Rectangular hyperbolae were fitted
to the data by nonlinear regression analysis
(Wilkinson, 1961). The data obtained from all
three subjects are shown in Figure 2 (filled
circles). The estimated values (±s.e. est.) of
the theoretical maximum response rate and
the reinforcement frequency corresponding to
the half-maximal response rate obtained from
the nonlinear regression analyses are shown
in Table 2. The index of determination (p2)
was calculated from the curve obtained from
each subject [p2 expresses the proportion of
the variance in the y-values that can be ac-
counted for in terms of x in a curvilinear
function (Lewis, 1960; see also Bradshaw et al.,
1976, 1977)]. The values of p2 were 0.879
(B.B.), 0.878 (L.K.), and 0.983 (M.S.)

b. Performance in the presence of punish-
ment. For each subject, the mean response
rates (R ± s.e.m.) recorded in each schedule
during the last three "blue-light days" (with
VR 34 punishment) are shown in Figure 2
(open circles), and the estimated values of the
constants are shown in Table 2. The values of
p2 were 0.954 (B.B.), 0.998 (L.K.), and 0.992
(M.S.).

All three subjects showed a marked suppres-
sion of responding in the presence of punish-
ment on all five VI schedules. In the case of
each subject, this suppression was reflected in
a statistically significant decrease in the value
of the theoretical maximum response rate, and
in a statistically significant increase in the
value of the reinforcement frequency corre-
sponding to the half-maximal response rate.

Phase II
a. Performance in the absence of punish-

ment. The results obtained from each subject
during the last three sessions without punish-
ment are shown in Figure 3 (filled symbols and
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Fig. 2. Results obtained during Phase I. Relationship

between response rate (R) and reinforcement frequency
(r) in variable-interval schedules of monetary reinforce-
ment for three subjects. Points are mean response rates
(+ s.e.m.) for last three sessions in the absence of pun-
ishment (filled circles) and in the presence of variable-
ratio 34 punishment (open circles). Curves are best-fit
rectangular hyperbolae, fitted by nonlinear regression
analysis. (Note that the values of r refer to frequencies
of delivery of positive reinforcement; punishment fre-
quency has not been subtracted.)

continuous curves), and the values of the con-
stants are shown in Table 2.
For each subject, the rate of responding in

Component A (RA) was an increasing, nega-
tively accelerated function of reinforcement
frequency in Component A (rA). Compared to
the values of the constants obtained during
Phase I (no punishment), there was, for each
subject, a statistically significant increase in
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variable-ratio 34 punishment for responding in Component B (open symbols). Curves were fitted by nonlinear
regression analysis.

the value of the reinforcement frequency cor-
responding to the half-maximal response rate;
however, the value of the theoretical maximal
response rate was not significantly altered.
The values of p2 for the hyperbolic functions
were 0.972 (B.B.), 0.983 (L.K.), and 0.954
(M.S.).

For each subject, the rate of responding in
Component B (RB) decreased asymptotically
with increasing values of rA. Curves having the
form defined by Equation 3 were fitted to the
data by the method of Wilkinson (1961). The
values of p2 for these functions were 0.975
(B.B.), 0.981 (L.K.), and 0.946 (M.S.).
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The ratios of the response rates in the two
components (RA/RB) were plotted against the
ratios of the reinforcement frequencies in the
two components (rA/rB), using double loga-
rithmic coordinates (Baum 1974). Best-fit lin-
ear functions were fitted to the data using the
method of least squares. The results obtained
are shown in the left-hand column of Figure 4
(filled circles, continuous lines). For all three
subjects, the regression line had a slope greater
than 1.0, although the deviation from unity
was statistically significant (t test, p < 0.05)
only in the case of L.K. The regression line
obtained for this subject also had an intercept
(i.e., the value of y at x = 0) whose value was
significantly greater than zero (t test, p < 0.05);
however, the intercepts obtained for the re-
maining two subjects did not deviate signifi-
cantly from zero. For all subjects, the correla-
tion coefficients were greater than 0.95 (see
Figure 4).
The right-hand column of Figure 4 shows

the ratios of the times spent in the two com-
ponents (TA/TB) plotted against the ratios of
the reinforcement frequencies in the two com-
ponents (rA/rB) on double logarithmic coordi-
nates (Figure 4, filled circles, continuous lines).
In no case did the slope of the line of best fit
deviate significantly from unity, nor did the
values of the intercepts deviate significantly
from zero. The correlation coefficients all ex-
ceeded 0.94 (see Figure 4).

b. Performance in the presence of punish-
ment for responding in Component B. The re-
sults obtained from each subject during the
last three sessions in which responding in
Component B was punished on a VR 34 sched-
ule are shown in Figure 3 (open symbols and
broken lines); the values of the constants are
shown in Table 2.

For each subject, the rate of responding in
Component A (RA) was an increasing nega-
tively accelerated function of reinforcement
frequency in Component A (rA). The values
of the reinforcement frequency corresponding
to the half-maximal response rate were mark-
edly reduced compared to their values during
Phase II (no punishment). Indeed, for two of
the three subjects (L.K. and M.S.) there was
no significant difference between the value of
this constant obtained during Phase II (pun-
ishment) and its value obtained during Phase
I (no punishment). The values of the theoreti-
cal maximum response rate were not signifi-

cantly altered by the presence of punishment
in Component B. The values of p2 for the
hyperbolic function were 0.958 (B.B.), 0.928
(L.K.), and 0.768 (M.S.).
The rates of responding in Component B

(RB) were uniformly low for all three subjects,
and were not systematically related to rein-
forcement frequency in Component A (rA),
(see Figure 3).
The ratios of the response rates in the two

components (RA/RB) were plotted against the
ratios of the reinforcement frequencies in the
two components (rA/rB) using double logarith-
mic coordinates. The results obtained are
shown in the left-hand column of Figure 4
(open circles, broken lines). For all three sub-
jects, the slope of the regression line was sig-
nificantly less than unity (t test, p < 0.01); in-
deed, only in the case of M.S. did the slope
deviate significantly from zero (t test, p <
0.05). For all subjects, the value of the inter-
cept was significantly greater than zero (t test,
p < 0.01). The correlation coefficients for the
linear functions were 0.55 (B.B.), 0.65 (L.K.),
and 0.96 (M.S.).
The right-hand column of Figure 4 shows

the ratios of times spent in the components
(TA/TB) plotted against the ratios of the rein-
forcement frequencies in the two components
(rA/rB) on double logarithmic coordinates
(Figure 4: open circles, broken lines). In no
case did the slope of the line of best fit deviate
significantly from zero; however, in every case
the value of the intercept was significantly
greater than zero (t test, p < 0.01). The corre-
lation coefficients were 0.70 (B.B.), 0.97 (L.K.),
and 0.90 (M.S.).

DISCUSSION
In agreement with our previous observa-

tions (Bradshaw et al., 1976, 1977, 1978), the
present results show that the behavior of
humans on VI schedules of monetary rein-
forcement conforms to Herrnstein's equation
(Equation 1). In assessing the conformity of
the data to this equation, and in estimating
the values of the constants, we used the non-
linear regression technique of Wilkinson
(1961) for direct fitting of the curvilinear func-
tion; a similar iterative procedure has been
described by de Villiers (1977). This method
was chosen in preference to a linear transfor-
mation method (e.g., Lineweaver and Burk,
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1934; see also Bradshaw, 1977, and Cohen,
1973), since it has been shown that the non-
linear techniques are not subject to the sta-
tistical bias that is inevitably involved in lin-
ear transformation procedures (Parker and
Waud, 1971; Wilkinson, 1961).
The data obtained during Phase I confirm

our previous finding that punishment, in the
form of response cost delivered on a VR sched-
ule, suppresses performance in VI schedules,
this suppression taking the form of a reduc-
tion in the value of the theoretical maximum
response rate and an elevation in the value of
reinforcement frequency corresponding to the
half-maximal response rate (Bradshaw et al.,
1977).
During Phase II, in the absence of punish-

ment, the absolute response rates in the two-
component schedules conformed closely to
Equations 2 and 3. This is in agreement with
previous observations of the behavior of pi-
geons (Catania, 1963; Davis and Hunter, 1976;
Lobb and Davison, 1975) in concurrent VI
schedules.
The left-hand column of Figure 4 shows the

data obtained during Phase II (no punish-
ment) in the form of ratios: the ratios of the
response rates in the two components are plot-
ted against the ratios of the reinforcement fre-
quencies in the two components using double
logarithmic coordinates. This method of dis-
play facilitates the recognition of two system-
atic deviations from perfect matching (cf.
Equation 4b); a deviation of the intercept of
the best-fit linear function from zero indicates
a bias in favor of one of the component sched-
ules, whereas a deviation of the slope of the
linear function from unity indicates either
undermatching (if the slope is less than 1.0)
or overmatching (if the slope is greater than
1.0), (Baum, 1974). Only one subject in the
present study (L.K.) showed a significant bias,
this being in favor of Component A; the re-
maining subjects showed no consistent bias.
All three subjects exhibited a certain degree
of overmatching, although this overmatching
achieved statistical significance in the case of
only one subject (L.K.). When the logarithms
of the ratios of the times spent in the two com-
ponents were plotted against the logarithms
of the ratios of the reinforcement frequencies
in the two components (Figure 4, right-hand
column), straight-line functions were obtained
and there was no consistent bias and no con-

sistent tendency toward overmatching. These
observations accord well with numerous find-
ings, obtained both with animals and with hu-
mans, that lend support to the Matching Law
(for review see de Villiers, 1977).
By comparing Equation 1 with Equation 2,

the following predictions may be derived con-
cerning the effects of introducing the concur-
rent source of reinforcement (Component B)
during Phase II (cf. Equations 5 and 6): (1) the
curves derived from Phase I (no punishment)
and Phase II (no punishment) should ap
proach the same asymptotic response rate; (2)
the reinforcement frequency (rA) correspond-
ing to the half-maximal response rate should
be greater during Phase II (no punishment)
than during Phase I (no punishment), this dif-
ference being equal to the reinforcement fre-
quency for Component B (rB). Findings con-
sistent with these predictions were obtained
in a previous study (Bradshaw et al., 1976). In
the present study, the first prediction was con-
firmed with all three subjects (see Table 2).
With respect to the second prediction, all
three subjects showed statistically significant
increases in the value of rA corresponding to
the half-maximal response rate (see Table 2).
In two subjects, the magnitude of this increase
was close to the predicted increase of 70 rein-
forcements per hour (B.B.: 72.1 reinforcements
per hour; M.S.: 83.0 reinforcements per hour).
However, the increase observed with the re-
maining subject (L.K.) was only 26.8 reinforce-
ments per hour. The reason for this discrep-
ancy is not clear, although it is noteworthy
that this subject also showed a significant bias
toward Component A during Phase II (no
punishment).
Comparing the results obtained during

Phase II (punishment) and Phase II (no pun-
ishment), it is apparent that the superimposi-
tion of the VR 34 punishment schedule on the
standard VI schedule in Component B had the
following effects. (1) The response rates in
Component B (RB) were suppressed to uni-
formly low levels, comparable to those seen
under the corresponding schedule in Phase I
(punishment) (see Figure 3). (2) Concomitant
with the decline in the response rates in Com-
ponent B, response rate in Component A (RA)
increased; this increase was reflected in a re-
duction in the value of the reinforcement fre-
quency corresponding to the half-maximal
response rate (see Table 2): in other words,
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the punishment schedule abolished or attenu-
ated the suppressant effect of rB on RA (see
Figure 3). (3) These changes in the absolute
response rates were reflected in a distortion of
the matching relationship, which took the
form of a bias in favor of Component A and
a marked tendency toward undermatching (see
Figure 4).
The effects of punishment, in the fonn of

monetary loss, seen in this experiment are
qualitatively comparable to the effects of elec-
tric shock on the behavior of pigeons and rats
in concurrent schedules of food reinforcement.
Azrin and Holz (1966), using pigeons, im-
posed a punishment contingency on one com-
ponent of a two-component concurrent sched-
ule. They observed a marked suppression of
response rates in the punished component,
and a concomitant increase in response rate in
the other (unpunished) component. Deluty
(1976), using rats, imposed a random-interval
shock contingency on both components of a
two-component concurrent schedule, main-
taining the shock frequency constant in one
component and varying it in the other. He
observed that an increase in the shock fre-
quency in one component reduced the re-
sponse rate in that component and enhanced
the response rate in the other component.
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